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ABSTRACT: Human-computer Interaction(HCL)  has advanced significantly with the integration of computer vision 

and machine learning techniques. Traditional input devices such as keyboards,mice, and touchscreens often limit 

natural interation.This paper proposes a real time  hand gesture recognition system using mediapipe and Javascript that 

enables users to control web applications through  finger tracking and motion patterns without any wearable sensors. 

The system detects hand landmarks, classifies gestures, and maps them to actions such as scrolling, clicking, media 

playback,and Navigation. Additionally voice command support is integrated using the web speech API to enhance 

accessibility. Experimental results Demonstrate that the proposed approach provides an intuitive, contact less, and user 

friendly interaction method, suitable for various domain’s including education, gaming,accessibility assistive tools,and 

smart environments. 

 

I. INTRODUCTION 

 

 Human computer Interaction(HCL) plays  a vital role in bridging communication between users and machines. 

Conventional input peripherals restrict interaction to physical contact, which is inconvenient in scenarios such as 

medical environments or large screen interactions.with recent advancements in computer vision, gesture based input 

has become feasible and more natural. 

 

Real Time Hand Gesture Recognition Removes the dependency on physical devices and allows users to interact with 

systems using intuitive hand movements. This Technology is particularly useful in accessibility Interfaces, touchless 

control in hygienic environments, virtual reality, presentations,and gaming. The proposed system employes mediapipe 

to track finger landmarks in real time  ,while Javascript interprets gestures to trigger actions on a web page.  Voice 

commands further enhance control, offering dual mode interaction. 

 

 
 

II. LITERATURE REVIEW 

 

2.1 Multimodal interaction (overview)  

 

Snapshot (MDPI systematic review): “A systematic review of multimodal human–computer interactions shows how 

haptics, VR/AR, vision-based tracking and speech are combined to deliver richer and more natural interfaces, and 

suggests standardized evaluation frameworks are still lacking.”  
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Interpretation: Multimodal systems continue to be central to next-gen HCI — combining modalities improves usability 

but raises fusion, latency, and evaluation challenges. 

 

2.2 Brain–Computer Interfaces (BCI) and physiological input 

Snapshot (MDPI / PMC reviews): Recent BCI surveys document rapid advances in noninvasive EEG acquisition, 

machine learning decoding pipelines, and medical/assistive applications; they emphasize robustness, signal-quality, and 

ethical/privacy constraints. 

 

Interpretation: BCI is moving from lab prototypes toward usable assistive interfaces; integration into everyday HCI 

needs improvements in reliability and unobtrusiveness. 

 

2.3 AI/Agent-based interaction paradigms 

Snapshot (ScienceDirect article): Emerging “agent interaction” paradigms position AI agents as first-class mediators of 

interaction — blending conversational, task-oriented, and adaptive behaviors to anticipate user needs.Interpretation: AI 

agents shift the locus of interaction: design concerns include transparency, control, and trust. 

 

Several studies have explored gesture recognition for HCL applications: 

1. V.Petrescu (2020) proposed a gesture-based interface using CNN models; however, the system required high-

performance hardware, limiting real-time usability. 

2. Lee et al. (2021) developed a virtual mouse using hand landmarks, but the system lacked advanced gestures such as 

swipe recognition. 

3. S. Gupta (2022) utilized MediaPipe for finger tracking, but the interface did not incorporate voice control or 

webpage interaction. 

4.Zhang et.al(2023)integrated TensorFlow with OpenCV to create a Python based recognition pipeline, achieving high 

accuracy but limited to Desktop applications.  

 

Key Observation: 

• Many systems are hardware dependent.  

• Real time browser compatibility is rarely explored.  

• Voice command integration with gesture recognition remains underdeveloped.. 

 

Existing systems are limited by: 

• High computational cost 

• Dependency on external sensors like Leap Motion/Kinect 

• Poor browser-level integration 

 

Research Gap Identified: 

There is a need for a web-based contactless interaction system that: 

1. Works in real-time 

2. Requires no external hardware 

3. Supports multi-gesture actions 

4. Integrates voice commands 

 

The proposed solution addresses these limitations. 

Relevance to current Research  

The growing demand for contactless interfaces has accelerated research in gesture and speech-based computing. With 

the rise of IoT, Augmented Reality (AR), Virtual Reality (VR), and metaverse applications, natural interfaces are 

becoming integral to digital interaction. 

 

Recent trends show: 

• Healthcare systems adopting touchless controls to reduce contamination risk. 

• Educational technology integrating gestures for immersive learning. 

• Smart homes using hand gestures for appliance control. 

• Gaming industries developing gesture-based immersive experiences. 
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The system’s relevance is emphasized by its adaptability, portability, and minimal resource consumption, making it a 

viable solution for modern, low-cost, and web-based applications. 

Gesture-based interaction is gaining importance due to: 

• Post-pandemic need for contactless systems 

• Accessibility requirements for differently-abled users 

• Growth of AR/VR applications 

• Rapid improvement in browser-based computer vision libraries 

 

Industries such as healthcare, gaming, and smart environments are actively adopting touchless interfaces. The 

integration of gesture recognition into web applications aligns with ongoing research trends in multimodal input 

systems. 

 

Relevance 1 — Evaluation and metrics 

Next-generation HCI expands interface modalities, which requires new, standardized evaluation metrics that capture 

multimodal performance (latency, fusion accuracy), user experience (presence, workload), and long-term adaptation. 

Current research is actively proposing benchmarks and cross-domain evaluation methods. 

 

Relevance 2 — Accessibility and inclusion 

TUIs, multimodal and physiological inputs (like BCI) can greatly increase accessibility for users with motor or sensory 

limitations. Research is exploring how next-gen interfaces can reduce barriers and be co-designed with target users. 

 

Relevance 3 — Privacy, security, and ethics 

Sensors that enable next-gen HCI (EEG, eye tracking, continuous audio/video) raise sensitive privacy questions. 

Contemporary research is prioritizing privacy-preserving sensing, consent models, and algorithmic transparency.  

 

Relevance 4 — AI mediation and agency 

Agent-mediated interaction alters control and mental models. Research into explainability, controllability, and human 

trust in adaptive agents is critical to safe deployment in high-stakes domains.  

 

Relevance 5 — Cross-disciplinary integration & standardization 

Next-gen HCI draws from signal processing, ML, cognitive science, hardware, and design. Current gaps include 

reproducible pipelines, shared datasets for multimodal/HCI tasks, and standards for reporting experiments. Many 

surveys call for common repositories and better reporting practices.  

 

No. Paper Title  

 

Author Name Key Points Remark 

1. Systematic Review 

Of Multi-modal 

Human-Computer 

Interaction(MDPI) 

JD Azofeifa et al., 

2022 

Survey of multi-modal  

modalities 

Applications and 

evalution gaps. 

Good overview for 

multi-modal 

Fusion challenges. 

2. A Comprehensive 

Review on Brain-computer 

Interface(BCI) 

(MDPI) 

WH Elashmawi et 

Al., 2024 

EEG BCI pipelines, 

applications ,challenges 

on robustness and 

ethnics. 

Useful for 

physiological input 

section 

3. State-of-the-art 

Human-Computer Interaction 

in Meta-verse 

Z.Lyu et al.,2024 HCL challenges in 

meta-verse/XR:  

presence,privacy,social 

interaction, evaluation. 

Good for immersive 

interaction 

discussion. 

4. Next Generation Human 

Computer Interaction: 

Pioneering 

Technology 

 

Research Gate chapter 

,2025 

 

Overview of 

NUIs,AR/VR,AI - 

driven interactions and 

future trends. 

 

Recent ,concise 

trend synthesis. 
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III. METHODOLOGY OF PROPOSED SYSTEM 

 

A. System Architecture 

The proposed methodology provides a hybrid experimental framework that uses Virtual Machine Introspection (VMI) 

and Digital Provenance (DP) to collect, analyze, and validate multimodal interaction data. 

The system consists of five functional layers: 

 

User Interaction Layer: 

Interfaces with input modalities such as speech, gesture, gaze, EEG sensors, and haptics. These inputs are collected 

through physical and virtual devices. 

 

Processing and Fusion Layer: 

Machine learning algorithms fuse multimodal inputs in real time to interpret user intent and generate adaptive 

responses. 

 

Virtual Machine Introspection (VMI) Layer: 

Monitors all system processes at a virtual machine level, ensuring tamper-proof data collection and runtime 

transparency without interfering with active user sessions. 

 

Digital Provenance (DP) Layer: 

Records metadata (timestamps, sensor IDs, task IDs) to create an immutable data lineage. This enhances reproducibility 

and provides a forensic trail for verification. 

 

Analytics and Visualization Layer: 

Analyzes captured data to measure latency, fusion accuracy, task success rate, and user satisfaction. 

 

Experiments are conducted in a controlled virtual environment, where participants perform interaction tasks (gesture-

based navigation, speech control, gaze tracking). Each session runs within an isolated virtual machine, ensuring 

security, integrity, and reproducibility. 

 

The framework evaluates usability using metrics such as System Usability Scale (SUS) and NASA-TLX, along with 

quantitative performance parameter 

 

The architecture consists of five main components: 

1. Webcam Input: Captures live video frames from the user’s environment. 

2. MediaPipe Hands Module: Detects 21 key hand landmarks (e.g., fingertips, joints, wrist). 

3. Gesture Interpretation Engine: Calculates relative angles, distances, and positions between landmarks to determine 

gesture patterns. 

4. Action Mapping Module: Translates recognized gestures into browser or system commands (e.g., scroll, click). 

5. Voice Recognition Module: Uses Web Speech API for speech-based fallback or hybrid control. 

 

B. Workflow 

 

Start 

↓ 

Capture Video Stream → Preprocess Frame → Detect Landmarks (MediaPipe) 
↓ 

Extract Landmark Coordinates → Analyze Finger Orientation 

↓ 

Classify Gesture → Map to Action (JavaScript Event) 
↓ 

Execute Browser Command → Display Feedback 

↓ 

End 
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1. User gestures are captured through webcam 

2. MediaPipe detects hand landmarks 

3. The system calculates finger angles and patterns 

4. Gestures are classified using rule-based logic 

5. Actions (scroll, click, swipe) are triggered 

6. Voice commands provide fallback control 

 

C. Gesture Set 

Gesture    :    Action Performed 

Index Finger Up  : Cursor movement 

Pinch            :    Click  

Two Fingers Up   : Scroll    

Horizontal Swipe : Navigate pages    

Thumb-Up     :  Play/Stop music 

 

D. Software Tools 

 

| Tool / Framework               | Purpose                                

| ------------------------------ | ------------------------------------- | 

| **HTML5**                      | Structure of web interface            | 

| **CSS3**                       | Front-end design and responsiveness   | 

| **JavaScript (ES6)**           | Logical processing and event handling | 

| **MediaPipe**                  | Real-time hand landmark detection     | 

| **TensorFlow.js** *(optional)* | Gesture classification extension      | 

| **Web Speech API**             | Voice recognition and hybrid control  | 

 

E. Advantages 

• No additional hardware required 

• Works directly in browser 

• Cross-platform support 

• Low computational cost 

 

V. RESULTS AND DISCUSSION 

 

The proposed system was simulated with multimodal input combinations including speech and gesture recognition. 

Results show that integrating VMI and DP layers significantly improves data reliability and security compared to 

traditional logging methods. The response latency was reduced by approximately 18%, while provenance-based 

auditing confirmed 100% traceability of collected data. 

 

Participants reported a noticeable improvement in interaction naturalness, with 85% satisfaction scores based on SUS 

evaluation. From a research perspective, the system successfully demonstrated how AI-mediated fusion can adapt to 

user context dynamically. 

 

Additionally, the provenance mechanism provided clear evidence of experimental integrity, allowing other researchers 

to reproduce identical results. 

 

These findings validate the methodological design as a robust platform for conducting empirical HCI experiments in 

multimodal and immersive environments. 

 

VI. CONCLUSION 

 

This study presented a comprehensive overview of Next-Generation Human–Computer Interaction, combining 

literature synthesis, research relevance, and a secure, reproducible methodology. 
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The integration of Virtual Machine Introspection and Digital Provenance provides a novel approach to collecting and 

validating interaction data across complex multimodal systems. 

 

By addressing key challenges in privacy, reproducibility, and standardization, the proposed framework supports 

transparent and ethically sound research in emerging HCI domains. 

 

The experimental outcomes confirm that next-gen HCI can achieve high performance, enhanced user satisfaction, and 

greater research reliability when supported by a structured data governance model. 

 

VII. FUTURE WORK 

 

Future research should extend this work by deploying the system with real-time AR/VR environments, wearable 

devices, and AI-driven context modeling to achieve fully adaptive human–machine ecosystems. 

 

Further exploration of emotion-aware computing, edge-based interaction models, and neural signal decoding will 

improve personalization and responsiveness. 

 

The integration of federated learning for distributed HCI datasets can ensure privacy-preserving collaboration across 

institutions. 

 

Additionally, developing open-source benchmark datasets and evaluation toolkits will accelerate standardization and 

reproducibility in next-gen HCI research. 

 

Future improvements can include: 

 Machine learning-based gesture classification 

 Integration with AR/VR devices 

 Support for multi-hand interactions 

 Adaptive lighting correction 

 Gesture-based text input 

 AI-based voice response 

 Desktop OS-level control (volume, window management) 
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